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Abstract We use tsunami waveforms recorded on deep water absolute pressure gauges (Deep‐ocean
Assessment and Reporting of Tsunamis), coastal tide gauges, and a temporary array of seafloor
differential pressure gauges (DPG) to study the tsunami generated by the 15 July 2009 magnitude 7.8 Dusky
Sound, New Zealand, earthquake. We first use tsunami waveform inversion applied to Deep‐ocean
Assessment and Reporting of Tsunamis seafloor pressure gauge and coastal tide gauge data to estimate the
fault slip distribution of the Dusky Sound earthquake. This fault slip estimate is then used to generate
synthetic tsunami waveforms at each of the DPG sites. DPG instruments are unfortunately not well
calibrated, but comparison of the synthetic tsunami waveforms to those observed at each DPG site allows us
to determine an appropriate amplitude scaling to apply. We next use progressive data assimilation of the
amplitude‐scaled DPG observations to retrospectively forecast the Dusky Sound tsunami wavefields and find
a good match between forecast and observed tsunami wavefields at the Charleston tide gauge station on the
west coast of New Zealand's South Island. While an advantage of the data assimilation method is that no
initial condition is needed, we find that our forecast is improved by merging tsunami forwardmodeling from
a rapid W‐phase earthquake source solution with the data assimilation method.

Plain Language Summary Most tsunami warnings rely on first locating and determining size of
a large earthquake and then using a computer model to estimate the size and timing of the resulting
tsunami. Seafloor pressure gauges can also provide important data for studying tsunamis. Seafloor pressure
increases as the peak of a tsunami wave passes overhead due to the increase in the height of the water
column. In cases where a dense array of seafloor pressure gauges is available, a new “data assimilation”
method can be applied to estimate the tsunami using the observations of pressure changes. In this paper we
apply the data assimilation method to the tsunami generated from the 2009 Dusky Sound, New Zealand,
magnitude 7.8 earthquake and determine a rapid and accurate estimate of the tsunami wave arrival time
and size along the west coast of New Zealand. We next merge the two methods—first using a computer
model to estimate the tsunami given information about the earthquake and then using seafloor pressure
observations to refine the tsunami model—and find that the tsunami forecast accuracy is further improved.
Studies such as this are important to test and further develop rapid and accurate tsunami warning systems.

1. Introduction

Existing tsunami forecasting systems usually utilize a combination of seismic and tsunami measurements.
Global seismic networks provide enough data to accurately estimate the magnitude and hypocenter of an
earthquake within minutes. A tsunami forecasting system that is equipped with precomputed tsunami
propagation model may provide a rapid tsunami forecast from only earthquake magnitude and location
information. However, these earthquake parameters may not be enough to give an accurate tsunami forecast
when the earthquake is not a common event and cannot be represented by any of the scenarios in the
precomputed database. Estimation of earthquake fault parameters from moment tensor solution is crucial
for accurate tsunami forecasting. For rapid assessment of tsunami potential, W phases from broadband
stations can be inverted to estimate an initial moment tensor solution (Gusman & Tanioka, 2014;
Kanamori & Rivera, 2008; Tanioka et al., 2017). This solution can be then used in tsunami simulation to
forecast coastal tsunami heights. Real‐time coastal GNSS stations also can be used for rapid and accurate
rupture quantification in real time (e.g., Crowell et al., 2012; Murray et al., 2018; Ohta et al., 2012).
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Data assimilation of offshore dense array pressure gauges is an alternative method that can be used for
tsunami forecasting. Utilization of dense array data in data assimilation can give timely and accurate
forecast even without any information about the tsunami source (e.g., location, mechanism, and magni-
tude). A tsunami data assimilation algorithm, which is based on the optimum linear interpolation method
(Kalnay, 2003), was made by Maeda et al. (2015). This method can produce and refine an estimated tsunami
wavefield around a tsunami dense array. The tsunami data assimilation method was tested using hypothe-
tical scenarios and synthetic waveforms on the Japanese dense network of offshore pressure gauges off the
east coast of Japan (S‐Net). The method was further tested using real tsunami data observed by the Ocean
Bottom Seismometer (OBS) network of the Cascadia Initiative in the Cascadia subduction zone (Gusman
et al., 2016; Sheehan et al., 2015; Wang et al., 2017). This relatively new approach of tsunami data assimila-
tion method needs more tests with different network configurations and different tectonic settings.

On 15 July 2009, a Mw 7.8 tsunamigenic earthquake occurred offshore the South Island of New Zealand,
near Dusky Sound. According to the GeoNet New Zealand earthquake catalog, the hypocenter is located
at 45.77025°S, 166.58707°E, 12 km depth, and occurred at 9:22:29 UTC. The focal mechanism of the
earthquake from the Global Centroid Moment Tensor solution suggests an oblique thrust fault mechanism
with seismic moment of 5.7 × 1020 Nm, strike of 25°, dip of 26°, and rake of 138°. The coseismic fault slip
distribution of the earthquake has been estimated by inversion of global positioning system and differential
interferometric synthetic aperture radar observations by Beavan et al. (2010). This previous study suggests
that the earthquake ruptured a section in the Puysegur subduction interface with a dimension of 80 km
by 50 km. The largest estimated slip amount was approximately 5 m, and the major slip region is located
offshore. Prasetya et al. (2011) studied the size and extent of the generated tsunami in the earthquake source
region, especially along the fiords of the Fiordland National Park in the southwest of New Zealand's South
Island. Their model results give maximum tsunami elevations inside these long, narrow, and deep inlets
between 0.5 and 2.0 m with maximum flow speeds up to 3.0 m/s. The earthquake also occurred during
the 1‐year deployment of the Marine Observations of Anisotropy near Aotearoa (MOANA) OBS network
(Collins et al., 2009; Yang et al., 2012) (Figure 1). The 30‐station MOANA network was equipped with

Figure 1. Map of the New Zealand region showing ocean bottom seismometers and differential pressure gauges of the
MOANA experiment (green triangles), DART buoy tsunami seafloor pressure sensors (red triangles), and coastal tide
gauge (blue triangles) stations used in this study. Red star represents the epicenter of the 2009 Dusky Sound earthquake.
MOANA = Marine Observations of Anisotropy near Aotearoa; DART = Deep‐ocean Assessment and Reporting of
Tsunamis.
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broadband ocean bottom seismometers and differential pressure gauges (DPG) sited offshore east and west
of the South Island of New Zealand.

In this paper we use data assimilation both with and without a starting source model to simulate a forecast of
the Dusky Sound tsunami. For the data assimilation we use Dusky Sound tsunami waveforms recorded on
the array of seafloor DPGs of the MOANA ocean bottom seismic experiment (Collins & Molnar, 2014;
Zietlow et al., 2014). We also perform a tsunami source inversion, by using tsunami waveforms from
Deep‐ocean Assessment and Reporting of Tsunamis (DART) stations (González et al., 1998) and tide gauges.
The tsunami source inversion provides synthetic waveforms for calibrating the instrument response of the
DPGs. The calibration process would not be practical to perform on a real‐time basis, but once calibrated,
DPG data could in principle be used in tsunami assimilations if the data are available in real time.
Simulations using real data, such as those presented here, help demonstrate the utility of data assimilation
using recordings on arrays of seafloor pressure gauges for tsunami warnings.

2. The 2009 Dusky Sound Tsunami Observations

Clear tsunami waveforms of the 2009 Dusky Sound earthquake were observed at two DART buoys (D55013
and D55015), four tide gauges in New Zealand (Charleston, Jackson Bay, Green Island, and Dog Island),
three tide gauges in Australia (Port Kembla, Burnie, and Spring Bay), and on many of the seafloor pressure
gauges of the MOANA deployment (Figure 1).

DART seafloor absolute pressure records for the Dusky Sound earthquake and tsunami were obtained from
the National Oceanic and Atmospheric Administration—National Data Buoy Center (http://www.ndbc.
noaa.gov/dart.shtml). The absolute pressure gauge, used by the DART and increasingly in other geophysical
and oceanographic studies (Crawford et al., 2015; Phillips et al., 2008; Wallace et al., 2016), makes use of a
quartz transducer with oscillation period related to stress, and thus to pressure (Houston & Paros, 1998).
Coastal tide gauge records were obtained from the Intergovernmental Oceanographic Commission—
United Nations Educational, Scientific and Cultural Organization sea level monitoring (http://www.ioc‐sea-
levelmonitoring.org/index.php) and the National Institute of Water and Atmospheric Research (https://
www.niwa.co.nz/). The sampling interval of the tide gauge is 60 s, while that of the DART is 15–60 s (event
mode vs. continuous). For waveform data processing and inversion purposes, we resampled the time series
data to 15 s of time interval. To remove the ocean tides and high‐frequency waves from the records in order
to obtain the tsunami waveforms, the original records are band‐pass filtered with cutoff periods of 100 min
(0.000167 Hz) and 5 min (0.00333 Hz).

The MOANA OBS were deployed at water depths ranging from 550 to 4,700 m with average distance
between stations of approximately 100 km. In addition to a three‐component broadband seismometer, each
OBS package had a Cox‐Webb DPG (Cox et al., 1984; Webb et al., 1991). The DPG is a pressure gauge con-
figured to respond to the difference between the ocean and the fluid in a reference chamber. The DPG was
designed to detect pressure fluctuations in the frequency range from a fewmillihertz to a few hertz. The tsu-
nami frequency band is outside of this frequency range, but the DPG roll‐off toward the low frequency is gra-
dual, whichmakes it possible to record tsunami signals (Sheehan et al., 2015). The 15 July 2009 Dusky Sound
earthquake occurred very close to the MOANA network, the closest station (NZ01) was located only
~150 km away from the epicenter. Most of the MOANA DPGs recorded the tsunami of the Dusky Sound
earthquake and only records from NZ15 and NZ17 were not available.

We retrieved MOANA DPG data starting 3 hr before the Dusky Sound earthquake origin time and ending
9 hr after for analysis. We then processed the records by removing trend, removing mean, decimating from
the 50 sps recording to 1 sps, applying 5% Hanning taper, and band‐pass filtering from 0.0002 to 0.005 Hz
(200–5,000 s) using a Butterworth filter. The filtering helps with removing signals from outside the periods
of interest, as well as reducing long‐period noise, which is amplified in the deconvolution step. We tapered
again, and then deconvolved the instrument response with frequency limits flat from 0.0003 to 0.005 Hz.
Waveforms illustrating the processing steps are given in Figure S4 in the supporting information. The
DPG instrument response is not well determined, and in order to reduce long‐period artifacts and better
recover the tsunami waveforms, we used a modified version of the IRIS‐supplied instrument response
(Table S2). The resulting response has one zero at (0,0), one pole at (−1.2568e−03,0), and constant of
1.567662e+03 Pa. The real part of the pole is reduced relative to the IRIS‐provided value (Table S3), and
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the change in pole results in a change in amplitude and waveform shape (phase) of the processed DPG data,
with resulting waveform shape in better agreement with synthetic tsunami waveforms and with fewer
lower‐frequency artifacts (Figure S4). The low‐pass frequency of DPGs is dependent on the viscosity of the
oil in the pressure gauge, which can be quite different between the laboratory and the seafloor, making
them difficult to calibrate (Araki et al., 2005; Stahler et al., 2016). Example waveforms demonstrating the
effect of each of the processing steps are shown in Figure S4.

The DPG data were clipped at several of theMOANA stations due to the large amplitude of the Dusky Sound
seismic waves. In these cases, we hand‐cut the DPG waveform data to eliminate clipped data prior to any
processing. Clipping was particularly problematic at the DPG stations closest to the Dusky Sound earth-
quake (NZ01, NZ02, NZ03, and NZ04) and was present at 17 out of the 28 DPG stations. In the case of
NZ01 and NZ02 the tsunami arrival was coincident with the clipped part of the waveform, and the tsunami
signal could not be recovered. In the case of the other stations, the clipped part of the recording was prior to
the tsunami arrival, and the tsunami part of the waveform was not affected. An example showing removal of
clipped data is shown in Figure S4. Hand processing of clipped data is not practical in a real‐time warning
scenario; thus, instruments that can record bottom pressures on scale are important for real‐time tsunami
warning networks.

3. Fault Slip Distribution

For tsunami waveform inversion (Gusman et al., 2015; Satake, 1987), we arranged 8 × 5 subfaults with size of
20 km × 20 km and the total fault length and width of 160 and 100 km (Figure 2). The dip of 25° and rake of
131° used for the subfaults are based on the U.S. Geological Survey (USGS) W‐phase moment tensor solu-
tion. Instead of using the USGS W‐phase strike angle of 26°, we use strike of 23.5° based on a previous study
by Beavan et al. (2010), which makes our fault model geometry better aligned with the geometry of the plate
interface and gives better waveform fits. The seafloor displacement for each subfault was calculated by the
formula in Okada (1985). Tsunami waveform data at four tide gauges in New Zealand (Charleston,
Jackson Bay, Green Is., and Dog Is.), two DART buoys offshore New Zealand (D55013 and D55015), and
three tide gauges in Australia (Port Kembla, Burnie, and Spring Bay) were used in the inversion. To produce
the Green's functions for the inversion, first, the tsunami waveforms were computed by solving the linear

Figure 2. Slip distribution and the corresponding coseismic vertical displacement for Dusky Sound earthquake estimated by tsunami waveform inversion using
DART and tide gauge data. Red star represents the epicenter of the earthquake. Dusky Sound aftershocks with magnitude >4 from GeoNet earthquake catalog
(http://quakesearch.geonet.org.nz) from 15 to 30 July 2009 shown by open circles in left panel. DART = Deep‐ocean Assessment and Reporting of Tsunamis.
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shallowwater equation in the spherical coordinate system (Gusman et al., 2010). Then the synthetic tsunami
waveforms were corrected by a frequency‐dependent phase correction method (Watada et al., 2014) to
include the wave dispersion, the elastic loading, sea water compressibility, and gravitational potential
change effects. The bathymetry data used for the tsunami simulation is based on the 30 arc‐sec gridded
bathymetry data of GEBCO (Weatherall et al., 2015). The grid size for the tsunami simulation at the New
Zealand tide gauges and the DART buoys was 30 arc‐sec, while that at the Australian tide gauges was 90
arc‐sec. A tsunami waveform time interval of 15 s is chosen for the inversion. The slip amount of each sub-
fault is estimated using a nonnegative least squares inversion (Lawson & Hanson, 1974).

The epicenter is located onshore and near the coast, but we find that the major slip region is located both
onshore and offshore to the southwest of the epicenter. The fault slip distribution that we solve for has a
large slip of 4 m (Figure 2a). The maximum slip occurs in the middle subfaults, in the depth interval 16–
25 km. The maximum surface uplift is 0.7 m and the maximum subsidence is 0.1 m (Figure 2b). The main
features of the slip distribution are consistent with the previous result by Beavan et al. (2010), but our model
produces better fits to the observed tsunami waveforms (Figure 3a). This is not surprising because the slip
distribution in our study is estimated using tsunami waveforms, while the previous study used crustal defor-
mation data observed by differential interferometric synthetic aperture radar and global positioning
system stations.

4. DPG Data Correction

We next compare the fit between the simulated tsunami waveforms from the modeled slip distribution with
the observed tsunami waveforms on the processed MOANA DPGs (Figure 3c). We concentrate on the DPGs
off the west coast of the South Island as they are less affected by refraction of the tsunami wave front around
Stewart Island and are of greater interest to us for the tsunami assimilation study. We find that the simulated
tsunami arrival time and waveform shape are consistent with the DPG observations but that the simulated
amplitude is larger than that observed. A previous study using DPG data compared to absolute pressure
gauge data from the Cascadia Initiative experiment has shown that amplitude scaling needs to be applied
to DPG data for use in tsunami studies (Sheehan et al., 2015).

The observed and simulated peak amplitudes of the main tsunami pulse on the MOANA DPGs are com-
pared in Figure 3b, and linear regression yields a correction factor of 3.3. However, there is significant scatter
and several of the stations give observed waveforms which are still underfit after applying the correction.
Given the scatter, the tsunami waveform at each station is corrected by the ratio between the observed
and simulated peak amplitude at the station. The data set for tsunami assimilation consists of amplitude cor-
rected observations for the 16 DPGs off the west coast with good data, plus simulated tsunami waveforms for
the stations, which had poor or no data (clipped at NZ01 and NZ02, no data at NZ15 and NZ17, low‐
frequency artifacts at station NZ14).

5. Tsunami Data Assimilation

We use a data assimilation method with MOANA DPG observations for a retrospective simulation of fore-
cast for the Dusky Sound tsunami. In the tsunami data assimilation method (Maeda et al., 2015), at every
time step the tsunami wavefield for the current time step is approximated by numerically solving the shallow
water equations using the wavefield at the previous time step (i.e., by a forward numerical simulation). In
the assimilation step, the forecasted tsunami height is compared to that observed at the DPG stations, and
this residual is used as a correction to bring the assimilated wavefield closer to the true wavefield. We use
a smoothing matrix with cutoff distance of 10 km from the station to transmit the information of tsunami
amplitude from the station to the surrounding area. With the tsunami data assimilation process, x is a matrix
of the computed wavefield with three components (amplitude, flow velocity in ‐x and ‐y directions) on the
modeling grid. We start with an estimated tsunami wavefield at the (n − 1)th time step, xan−1 , and obtain

the wavefield at the next time step by x f
n ¼ Fxan−1, where F represents the tsunami forward modeling equa-

tions, xa is the assimilated wavefield, and xf is the forecasted wavefield (Maeda et al., 2015). In the case of
data assimilation with no initial condition, thexan−1 at the beginning of the simulation (xa0) is zero. In the first

iteration,x f
1 ¼ Fxa0. After this we loop through time and at each time step calculate the assimilated wavefield
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Figure 3. (a) DART and tide gauge tsunami waveforms used in inversion for slip distribution. Observed (black) and simulated (red). Blue lines represent the parts of
the observed waveforms used in the tsunami waveform inversion. (b) Comparison between peak amplitudes of simulated and observed tsunami waveforms at
the MOANA DPG stations. (c) Comparison between amplitude‐corrected observed (black) and simulated (red) tsunami waveforms at the MOANA‐DPG stations.
The simulated MOANA DPG waveforms are obtained using the slip distribution obtained using DART and tide gauge data. MOANA = Marine Observations of
Anisotropy near Aotearoa; DART = Deep‐ocean Assessment and Reporting of Tsunamis; DPG = differential pressure gauges.
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xan ¼ x f
n þW yn−Hx f

n

� �
(equation 2 of Maeda et al., 2015), where yn is the observed tsunami amplitude at

the stations,W is a weighting matrix, andH is an operator to access the simulated amplitude at the stations

from the whole simulated wavefield x f
n . In the case of data assimilation with initial condition, which we

introduce in this paper, the xan−1 at the beginning of the simulation is the initial vertical displacement calcu-
lated using the fault model parameters. The vertical displacement is the amplitude component of matrix x,
and the initial flow velocities in ‐x and ‐y directions are zero. The data assimilation with initial condition is in
a sense a hybrid method of tsunami data assimilation and forward modeling based on seismic data analysis.
The initial tsunami wavefield is computed from initial condition based on W‐phase analysis, but it will be
corrected using the information of the observed tsunami waveforms.

5.1. Forecasting Without Initial Model

An advantage of the data assimilation method is that it does not require an initial source and in principle
could run continuously to rapidly and automatically forecast a tsunami as the initial waves are observed

Figure 4. Dusky Sound tsunami wavefield estimated by tsunami data assimilation of MOANA DPG data with zero initial condition. Dusky Sound epicenter is
denoted by red star. Wavefield scale in centimeters. Snapshots of data assimilated tsunami wavefields at (a) 20, (b) 30, (c) 60, and (d) 90 min are shown.
MOANA DPG stations used in the data assimilation (green triangles). MOANA = Marine Observations of Anisotropy near Aotearoa; DPG = differential pressure
gauges.
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at an array of seafloor pressure gauges. The computation domain for our tsunami data assimilation includes
a geographical area from 38° to 47°S and from 164° to 175°W, with a grid spacing of 1 km. We resample our
DPG data to 1‐s sampling rate as the data assimilation is run with a 1‐s time step. Our results for the Dusky
Sound tsunami using data assimilation with no initial source model are shown in Figures 4 and 5. The initial
tsunami wavefield arrives at station NZ02 approximately 20 min after the earthquake's origin time
(Figure 4a). Since no tsunami source is assumed in this data assimilation, we do not expect accurate
wavefields at the beginning of the data assimilation process. After the tsunami passes through several
stations, a more realistic wavefield emerges (Figures 4b–4d). This tsunami wavefield (amplitude and
velocity) from the tsunami data assimilation method is then used in numerical forward modeling to
forecast the tsunami at tide gauges. The simulated tsunami wavefields at every 10 min from 30 min after
the Dusky Sound earthquake until 90 min after the earthquake are used to forecast the tsunami at the
Charleston tide gauge station on the northwest coast of the South Island of New Zealand (Figure 5). The tsu-
nami first peak arrival at Charleston is 112 min after the earthquake, this arrival time minus the time win-
dow used in the tsunami data assimilation is used to calculate the warning time.

The accuracy of the forecast is quantified by calculating the geometric mean ratio (K) of the observed (O) and
simulated (S) first peak tsunami amplitudes at the Charleston tide gauge station following the method of
Aida (1978). The geometric mean ratio (equation (1)) can be converted into percent accuracy using
equation (2).

log Kð Þ ¼ 1
N
∑N

i¼1 log
Oi

Si

� �
(1)

Accuracy %ð Þ ¼
1
K
×100; K≥1

K×100; K<1

8<
: (2)

Figure 5. Dusky Sound tsunami forecast accuracy at Charleston, New Zealand, tide gauge station from the tsunami data assimilation method with zero initial con-
dition. The waveform comparisons are from results of tsunami data assimilation using 30, 60, and 90 min of data at the MOANA DPG stations, starting at the
earthquake origin time. Warning time is the time difference between tsunami data assimilation and tsunami arrival time at Charleston. Accuracy is from equa-
tion (2). MOANA = Marine Observations of Anisotropy near Aotearoa; DPG = differential pressure gauges.
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where N is the number of observations, which is 1 in this case. The simulation result is better if the corre-
sponding K value is closer to 1. When K value is larger than 1, it indicates that the model underestimates
the observation. Conversely, when K value is smaller than 1, it indicates that the model overestimates the
observation.

The accuracy improves as a longer time series is used in the assimilation, but this trades off with a shorter
warning time (Figure 5). For example, the data assimilation using 30 min of data underpredicts the tsunami
amplitude at Charleston (30% accuracy) but gives 82 min of warning time, whereas the data assimilation
using 90 min of data has an accuracy of 80% but warning time of only 22 min at Charleston.

5.2. Forecasting With Initial Simple Fault Model

We next explore the use of a rapidly determined initial fault model as an initial condition to improve the
accuracy of the data assimilation forecast. We use the W‐phase inversion algorithm (Duputel et al., 2011;
Kanamori & Rivera, 2008) to obtain the focal mechanism of the 2009 Dusky Sound earthquake. W‐phase

Figure 6. Dusky Sound tsunami wavefield estimated by tsunami data assimilation of MOANA DPG observations using W‐phase solution as initial condition.
Snapshots of data assimilated tsunami wavefields at (a) 20, (b) 30, (c) 60, and (d) 90 min are shown. MOANA DPG stations used in the data assimilation (green
triangles). MOANA = Marine Observations of Anisotropy near Aotearoa; DPG = differential pressure gauges.
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waveforms recorded within 7 min after the earthquake (stations within 14° epicentral distance) are used
(Figure S5). Our solution has a moment magnitude of 7.9, which is slightly higher than the Global
Centroid Moment Tensor and final USGS W‐phase solutions, fault plane of strike 353°, dip 15°, and rake
79°, and auxiliary plane with strike 184°, dip 75°, and rake 93° (Figure S6). Of the two nodal planes, the
fault plane is chosen because it best aligns with the subduction zone geometry and expected orientation of
a megathrust earthquake. Simulations exploring the use of the auxiliary plane rather than the fault plan
are provided in Figures S1–S3. The point here is to obtain an extremely rapid source solution to use as an
initial condition for the data assimilation, so it is not surprising that there are some differences between
the rapid solution and those obtained with more time and more data. We make a single fault model from
the 7 min W‐phase inversion result. The fault length and width are calculated from the estimated
moment magnitude using the scaling relation of Blaser et al. (2010). The vertical displacement is
calculated using the Okada half space model (Okada, 1985). This vertical displacement is then used as the
initial condition for the tsunami data assimilation algorithm.

We first use the initial vertical displacement of the W‐phase solution in forward tsunami modeling. The for-
ward modeling allows us to get a rapid tsunami forecast even before the tsunami waveforms in the array are
used in the data assimilation. The modeled amplitude is overestimated at Charleston, which is not unex-
pected since the rapid W‐phase solution magnitude is high relative to the final solution. The W‐phase for-
ward modeled forecast has an accuracy of 63% at Charleston.

The simulated wavefield from the W‐phase solution is then used as an initial condition in the data assimila-
tion process. Our results of tsunami data assimilation using the W‐phase initial condition are shown in
Figures 6 and 7. Since an initial condition is used, the data‐assimilated wavefield at the early time steps looks
reasonable even before observations are available from any of the MOANA DPG stations (Figure 6a). This is

Figure 7. Tsunami forecast accuracy at Charleston, New Zealand, tide gauge station from the tsunami data assimilation
(DA) method using W‐phase solution as initial condition. The waveform comparisons are from results of tsunami data
assimilation using 30, 60, and 90 min of data at the MOANA DPG stations, starting at the earthquake origin time.
Accuracy is from equation (2). Warning time is the time difference between tsunami data assimilation and tsunami arrival
time at Charleston. Solution using W‐phase solution without data assimilation shown in red for comparison, note that the
W‐phase without DA forecast waveform does not change with time, whereas the version with DA does.
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because at time steps before the tsunami arrives at the MOANA DPG stations, the wavefield is the W‐phase
forward model. At later time steps the incoming tsunami observations at the MOANADPG stations are used
to correct the assimilated wavefield (Figures 6b–6d). The tsunami forecast accuracy at the Charleston tide
gauge station from the data assimilation with W‐phase initial condition has a 65% accuracy at 30 min after
the earthquake origin time, providing 82 min of warning at Charleston, in comparison to only 30% accuracy
for the data assimilation with no initial condition. The model produced at 60 min has accuracy of over 90%
and provides 52 min of warning (Figure 7).

6. Conclusions

We used seafloor pressure data from a portable deployment of ocean bottom seismometers to retrospectively
forecast the 2009 Dusky Sound tsunami offshore the South Island of New Zealand. The amplitudes of the
DPG waveforms were first corrected using simulated tsunami waveforms generated using a source model
that we obtained from inverting DART and tide gauge data. The corrected tsunami waveforms were then
used in a data assimilation scheme to provide a tsunami forecast along the west coast of New Zealand.
We introduced the use of data assimilation of observed tsunami waveforms to correct the tsunami wavefield
computed from a rapidly determined W‐phase earthquake source solution. While a significant advantage of
forward computation from W‐phase source solution is rapid forecast, we found that the addition of data
assimilation can improve the accuracy of the resulting tsunami forecast.
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